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*Equal Contribution

• Propose V2Xum-LLaMA, a novel cross-modal video summarization framework 
that unifies different tasks into a single pre-trained language decoder, eliminating 
the need for task-specific heads used in prior methods.

• Introduce Instruct-V2Xum, a new instruction-following dataset for cross-modal 
video summarization.

• Present a comprehensive analysis of the limitations in current video 
summarization tasks, and propose new evaluation metrics FCLIP and Cross − FCLIP .

Data Curation

1. Frame Captioning and Extractive Summarization.
2. Text Summarization Refinement. 
3. Human Verification. 
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Ablation Study

Case Study

Instruct-V2Xum, a cross-modal video summarization dataset featuring 30,000 
diverse videos sourced from YouTube, with lengths ranging from 40 to 940 seconds 
and an average summarization ratio of 16.39%. 

Visit our GitHub repo for code and data

https://github.com/hanghuacs/V2Xum-LLM
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Proposed Evaluation Metrics


